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Problem Definition
Goal:

Unsupervised MTDA for point
cloud via ensemble average.

Motivation:
• Prior works focus on STDA for

2D and 3D vision tasks.
• Extending methods of STDA →

MTDA is challenging.
• Computational complexity ↑ as

# targets ↑.
• A preferred approach is a single

model for multiple targets.

Contributions
• An ensemble-average mixup ap-

proach for MTDA.
• Outperforms previous methods.
• Shows non-generalization ability

methods: STDA → MTDA.
• Benchmarks STDA & MTDA

methods on point clouds.
• First work on MTDA for 3D data.

MTDA Setup:
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Key Notations
• S/T = Source/ Target Domain
• Ls = Source Domain Label (0)
• LTi = Target Domain Label (1)
• Fs = Source Embedding
• FTi = ith Target Embedding
• D = Domain Classifier
• C = Object Classifier
• λ = Mixup Ratio i.e. ‘Soft’ Domain

Label

Method
Main Idea: Inspired by mixup, we propose to take an ensemble average of

the shared (i.e. mixed) latent representations of source and N target domains,
modelled as a random variable.
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Domain Mixup Module:
Linearly interpolates the source (Fs) and target feature (FTi

) embeddings to
obtain Fm

i and the corresponding mixed soft domain labels,

Fm
i = λFs + (1− λ)FTi , Lm

i = λLs + (1− λ)LTi , FM
m =

1

n

n∑
i=1

Fm
i (1)

Comparative Illustration of Mixup Methods:
Baseline Mixup Method (Sep.)
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• Sep. suffers from catastrophic forgetting, as it involves a pair-wise mixup between
the source and each target domain.

• MEnsA optimizes the mapping between source and each target domain by repro-
ducing kernel Hilbert space (RKHS) i.e. MMD.

Objective Function:
The pipeline is trained end-to-end by minimizing L,

L = log
(∑

(eγ(Lcls+ηLdc+ζLadv))
)
/γ, (5)

Lcls = LCE(C(Fs), ys), Lmmd = Lrbf (C(Fs), FTi , σ),

Ladv = λ1Lmmd + λ2Ldc + λ3Lmixup, Lmixup = LCE(D(FM
m ), Lm

i ),

Ldc = LCE(D(Fs), Ls) + LCE(D(FTi , LTi)),

Experiments & Results
Quantitative Classification Results (%) on PointDA-10 Dataset

Comparison with prior UDA methods in MTDA setting

Class-wise comparison with prior UDA methods

Comparison with Variants of our Mixup Formulation

Ablation on Contribution of each Module

Variants of Our Mixup Formula-
tion
Factor-Mixup:

We consider the effect of scaling
factor while ensembling in Eq. 1.

F factor
m = λFs +

n∑
i=1

1− λ

n
FTi

Concat-Mixup:
We consider how Eq. 1 is affected
when using concatenation instead
of summation.

F concat
m = [λFs,

1− λ

n
FT1 , ...,

1− λ

n
FTn ],

Lconcat
m = [λ, 2

1− λ

n
, .., N

1− λ

n
)]

Inter-Mixup:
Here, we consider extending the
linear interpolation as per Eq. 1 by
incorporating the target domains as
well.

FT
m = λFT1 + (1− λ)FT2 ,

LT
m = λLT1 + (1− λ)LT2 .

T-SNE Embedding Visualizations
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